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Abstract: This white paper provides background and an initial concept for a team of investigators to extend our understanding of ecosystem dynamics, human influence, and management impacts across multiple temporal and spatial scales, in an area of the Southeastern U.S. The proposed efforts seeks to employ innovative visualization, presentation, organization and simulation capabilities, combined with collaborative tools and events, and to build upon significant previous investments by the Department of Defense and others in understanding ecosystem dynamics on military managed landscapes.  The final outcome of this proposed effort will be a collaborative framework for visualizing and simulating ecosystem dynamics designed to facilitate discussions related to ecosystem understanding and ecosystem management decisions.

The purpose of ecosystem knowledge management is to improve our ability to bring to bear scientific knowledge, combined with available facts and data, to the decision maker to inform their choices and improve their ability to share their opinions with others.

SERDP and SEMP Background

The Strategic Environmental Research and Development Program (SERDP) initiated the SERDP Ecosystem Management Project (SEMP) in 1998, after a 1997 workshop on Department of Defense (DoD) ecosystem management challenges.  This workshop was held because the Department of Defense, and each of the services, had issues guidance to military installations to employ scientifically sound and adaptive ecosystem management approaches to manage military owned/used lands, and the services had identified research needs related to this guidance.  The workshop was designed to help clarify and prioritize these service research requirements.

SERDP is a research and development program, started in 1992, focused on providing knowledge and solutions to help address the complex environmental challenges faced by the Department of Defense.  The Department of Energy and the Environmental Protection Agency are partner agencies, with DoD, in this research program.  The website for SERDP is http://www.serdp.com.  

SEMP was established as a SERDP Conservation research project, focused on providing ecosystem knowledge and capabilities that help Defense installations to enhance their approaches for managing their land and water resources.  SEMP is managed through the Corps of Engineers Engineer Research and Development Center (ERDC).  The SEMP website is http://www.cecer.army.mil/KD/SEMP.  Since it’s inceptions, SEMP has sponsored numerous teams pursing the research topics identified in the 1997 workshop, such as indicators of ecosystem status, thresholds to or limits of ecosystem parameters, biogeochemical cycles role in military managed ecosystem, and the roles of spatial and temporal scale in managed landscapes.  The report entitled The SEMP Approach, published in March 2002, provides an overview to this effort.

SEMP includes numerous research efforts and a long-term monitoring effort.  These efforts are primarily conducted at the original host site, Ft. Benning, GA, although some SEMP efforts are now expanding to other installations in the Southeastern U.S.  All data collected from either the monitoring effort or the research efforts is entered into a central repository, so that this data can be accessed for future analyses and across research teams.
SEMP is organized to facilitate collaborations across teams and between teams and land managers.  Several annual events bring all of the research teams together, including forums at several scientific societies.  The land managers and the researchers often work together to address problems, present findings, create new projects or examine alternative approaches to land management challenges.  

Research and monitoring team members have been working in the field, in separate teams but often across these teams, since 1999. In 2002, SEMP managers also initiated an integration project focused on identifying a suite of ecosystem status indicators at multiple management scales and across different landscape types.  This project involves all of the SEMP research teams as they collaborate in a series of steps to identify and describe promising indicators, map these against a common land use framework, then test, validate and transition these indicators to land managers at host sites and other locations.

As a result of SEMP and numerous associated studies, a large body of data has been gathered and organized in the SEMP repository (and elsewhere), and findings are being reported in numerous journal articles and scientific presentations.  Most importantly, SEMP has nurtured an impressive team of regional ecosystem experts, from diverse backgrounds, disciplines and perspectives, that are already collaborating in an expansion of corporate knowledge of the dynamics of semi-natural ecosystems, managed for military use, in the southeastern U.S. 

Ft. Benning and Sandhills Fall Line Region

Ft. Benning is the home of the Army’s Infantry Training School, and it also hosts numerous other Army units and missions.  Information on the installation mission activities can be obtained at http://www.benning.army.mil/infantry/ .  

Ft. Benning volunteered to the host site for SEMP, and there is ten year memorandum of agreement, signed by the Ft. Benning Garrison Commander, that facilitates this arrangement.  The Ft. Benning Environmental Management Division is the primary host organization, represented by Mr. John Brent, Division Chief, and Mr. Pete Swiderek, Chief of the Natural Resources Branch.  SEMP also provides a full time host site coordinator, Mr. Hugh Westbury, who is stationed at Ft. Benning.  Through John, Pete and Hugh, many other Ft. Benning staff and contractors supporting Ft. Benning interact with the SEMP research and monitoring teams and participate in events such as the annual research coordination meeting held at Ft. Benning every autumn.
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Figure 1. Location of Fort Benning

Ft. Benning is located in the transition area along the fall line, between the Piedmont and the coastal plain.  This transition zone is often called the fall line sand hills, a region stretching from Alabama through the Carolinas.  This area now contains numerous publicly owned land areas, which are managed for commercial forestry, or managed in a semi-natural state for other mission uses (e.g. Defense, Energy).  Figure 2 provides an image of the region, showing several of the Defense facilities that are located along this region.
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Figure 2. Installations in the SE US, including those along the "fall line".
Ecosystem Knowledge Mapping Background

Ecosystem knowledge mapping will build upon numerous established science and technology foundations to build toward new ways to contribute, manage, store, retrieve, test, understand, and share knowledge. The SEMP project, with its deep well of data, active and diverse scientific exploration, investment and interest by myriad stakeholders, and solid grounding in goals to serve form and function for training and stewardship by the military, can serve as a hothouse to incubate this undertaking.  As we develop the germ of this idea we need to communicate to others and ourselves what might knowledge mapping look like. To do this we shall consider some examples that can give our imagination characteristics to fill some voids. The examples given here may not be the epitome or most advanced in its form or function available, our purpose is to engage imaginations and provide fodder for discussions.

Scientific journal articles and other knowledge sources

The vetting of research by independent and qualified experts before publishing yields the scientific world its mainstay corpus of knowledge – the peer-reviewed journal articles. By no means a pristine system, where careers are fed and judged the accumulation of citations and the publishing of journals is an industry, there is much debate on how to improve the essential processes of how scientists collectively build the human knowledgebase of itself and its world. In most respects, the infusion of computerized technology and networking has changed journal articles surprisingly little to date. While we don’t have to depend on moving paper copies around as we did before, the actual articles are for the most simply electronic versions of their printed counterparts. 

While it could be argued that one of the frontiers of our quests is to evolve what is now known as the journal article, this whitepaper will stop short by merely pointing at the opportunity. What we do intend to examine is what can be done once an article is published. Having said that, we will first discuss an interesting example that also begins at this starting point, called CiteSeer (http://citeseer.nj.nec.com/cs) and also known as ResearchIndex. CiteSeer crawls the web to find journal articles, the scans and parses text to catalog content. Autonomous Citation Indexing (ACI) automates the construction of citation indexes. In a simple sense, this is a tool that can automatically create a web of linked articles, allowing the user to browse not only articles cited by a given article, but to reverse the direction and to browse articles in which the current article is cited. ACI also groups the context of citations to given articles providing more relevant information about what others are saying about the article. CiteSeer also locates and provides links to related documents using metrics of citation and word based measures. These references are continually updated. 

The obvious disadvantage of CiteSeer is many journal articles are not available for free perusal via the web – the contents of many journals are available only to paid subscribers. Disconcerting as this may be, the key concepts revolve around the demonstration of tools that automatically parse and digest journal articles, by citations, the context of the citations by subject area, and other features that help us to get at the knowledge we seek in more fluid, comprehensive, and relevant ways.

Before leaving the examples of internet-related examples, we should touch on another topic – the “deep web” (borrowing the phrase used by the Department of Energy’s Office of Science and Technical Information http://www.osti.gov/). Most web search engines create indexes of web content by crawling the “surface web” that is available to them. Beneath this are vast resources on the web they are not able to reach. These areas they cannot reach is the deep web. Included in the deep web are the results of billions of dollars of federally funded research. These results are often contained in databases. Deep web search tools enable the searching dozens of such databases with one query. 

This leads to another resource that can be mined for scientific data and information that may not be found in journal articles – the various reports, data, and gray literature produced by government laboratories and other agencies and departments. An example resource of this type is Science.Gov, which essentially is a portal government science and technology websites and a search engine for the deep web.

Visual display of knowledge
An important component of knowledge mapping will be visualization of data, information, and knowledge in varying ordinations and dimensions. This will include the usual fundamental types of visualization, such as spatial data displayed in two, three, or temporal dimensions, tabular and statistical data, and process and modeling types of concepts. Displaying knowledge is an area that is less common and will be a component that we can expect to be part of the research issue to be addressed. One of the tools (listed in the “tools” section, below) we plan to use for our prototype explorations is KnowledgeGazer. A simple example is Figure 3, which is a static view of an interactive display of the relationships in the thyroid hormone system. 
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Figure 3. Thyroid hormone knowledge map courtesy L. Van Warren – Warren Design Vision © 2003 * All Rights Reserved
The relationships represented in the graphical knowledge map are also represented by the following text:

thyrotropin---is---TSH

TSH---is---thyroid-stimulating hormone

TSH---is released by-->the anterior pituitary gland

TSH---stimulates-->thyroid gland

thyroid gland---releases-->thyroxine

hypothalamus---is part of-->the brain

hypothalamus---releases-->TRF

TRF---is---thyrotropin releasing factor

TRF---travels by-->the bloodstream

TRF---stimulates-->the anterior pituitary gland

TSH---is---a glycoprotein

TSH---stimulates uptake of-->iodine

diiodotyrosine---contains-->iodine

diiodotyrosine---is converted to-->thyroxine

thyroid hormones---travel by-->the bloodstream

thyroxine---inhibits release of-->TSH

thyroxine---downregulates-->TRF

iodine deficiency---overstimulates-->thyroid gland

goiter disease---is caused by---iodine deficiency

iodine deficiency---is not enough---iodine

iodized salt---cures---iodine deficiency

iodized salt---is-->salt

salt---with-->iodine

Even in the static view, the graphic visualization of the facts can convey much more meaning in a short time than the text version. What will be exciting to explore is how to include other components and tools to make this an extremely rich and engaging environment. 

The Internet and the “web’s” ability to link documents across the globe should need no introduction here. “Google” has been again been proclaimed the “global brand of the year” (based on surveys by Interbrand.com) based on user’s recognition of its “clean, but credible” indexing and search results of the web. There is ever-increasing vastness of content available on the internet, and while the value of this content as knowledge is dubious, the desire to find and be found in the web universe is tremendous.
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Figure 4. A screen capture of a Kartoo web search result.
www.karoo.net - Kartoo is a meta search engine that displays results as a map. The “meta” refers to how Kartoo indexes web content by crawling other search engines and summarizing results from their content. To assist the user navigate relevance, the search results can be mapped to separate divergent results. For example, if the user were to search on the word “net” there may be results for the device used to catch fish or the shortened form of the word “network”. A spatial display that summarizes all the various possible topics so that retrieved sites are grouped into topical similarities can have significant benefit compared to results in a linear list wherein divergent topic groups are mixed. The major site links from the query results are drawn in map zones that are sized to graphically indicate the relevance and popularity of the site. These nodes are linked by dynamic semantic links labeled by keywords as the user moves their cursor over the areas. Clicking on a link allows the user to add or subtract them from the original request. 

Information Filtering

Another component of the knowledge mapping system functionality should include forms of tools in the vein of information filtering. In many examples, information filtering typically allows the user to create a profile that is used to sift information streams or sources to filter based on various measures of relevance to the user profile. Basically speaking, if we are able to connect our users to huge repositories of facts, data, and knowledge, we will need some way to help them sift through to find exactly what they need in their current context. That context should also be intelligently and dynamically flexible based the type of investigation at a given time.

Following this train of thought of information filtering, we may envision a user who has a need for knowledge, but they don’t exactly know what they need. For example, imagine a reader who has just finished a book in their favorite genre, and now they are thirsty for more, but they have already read all the books by the author who wrote the current book. How do they find a new book that fits their tastes? Obviously, to be a new book means they probably haven’t heard of it before. It’s like trying to look up the spelling of a word in the dictionary but not being able to find it because you can’t spell it. Amazon.com sells books online, and they employ a technology called “collaborative filtering” that helps its customers with the kind of problem described here. Amazon builds a profile for the user based on their previous purchases. It then offers them tools to rate these books (and other books they have read from other vendors) so the profile contains a more accurate profile of likes and dislikes. The collaborative filtering tool looks at aggregates of similar data from other users, and is able to recommend new books to the user with the basic logic of “people who like the things you said you like also like these books you haven’t rated”.  The launch.yahoo.com website does the same type of thing with music. In a realm like ecosystem management, where management decisions are said to be based on a combination of science and art, or where goals can be collectively argued by multiple stakeholders with varying needs or values, there could be a place for various users to rate knowledge elements in a system facilitated with collaborative filtering.

Metadata of a knowledgebase

As of this writing, we have not found an example of a metadata definition large enough to encompass all the types of elements that could be contained in a knowledgebase. We can at least point to its needs here, and we can sketch what could be important. The most optimistic goal is the metadata would allow the knowledge element to dynamically relate itself to any other knowledge element. The metadata should also enable knowledge elements to be computable within the knowledge mapping simulation environment, assuming enough other needed components are collected to form a workable system (e.g. seed + air + water + temperature = germination).

Ecosystem Knowledge Mapping Opportunity

SEMP now has many of the key ingredients for a successful project to extend our abilities to visualize, organize and simulate ecosystem dynamics in this semi-natural managed landscape.  Extending these abilities promises to contribute to an improved understanding of ecosystem processes and the role of human activities in these processes. A successful ecosystem knowledge mapping effort will provide important capabilities to “see and understand” through visualization and simulation capabilities, potential impacts of proposed management actions and approaches.  The capability should also help provide new options for researchers to “view” their data in a dynamic relationship with other data sets, and visualize and evaluate data element linkages and uncertainties. A concept for this approach is depicted in Figure 5.
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Figure 5.
Tools in this Conceptual Approach

This concept is dependent, not only on the data and expertise from the SEMP effort, but also upon a set of unique, innovative tools and approaches that will be combined to accomplish this ecosystem knowledge mapping.  The include:

· Knowledge Gazer: http://www.wdv.com/: This visualization tool, which converts data from multiple and disparate digital sources into a common environment where data elements are tagged in terms of relationships to others data elements, provides an excellent framework for group collaborative exercises in which these tags are viewed, evaluated, modified, and exploited for the creation of ordinated relation can be tagged and manipulated by human interpreters. 

· The Geographic Resources Analysis Support System (GRASS): http://grass.itc.it . GRASS is a fully functional geographic information system, originally developed by the U.S. Army Construction Engineering Research Center (CERL), which is also the lab that now manages SEMP.  While CERL no longer is the development center for GRASS, but the software is now managed in a global network of affiliated universities, and will provide valuable capabilities to bring data into and from Knowledge Gazer, and to structure the Knowledge Gazer views of data along spatial and temporal ordinations. GRASS also already interfaces to DIAS.  Several of the original GRASS developers are members of this Ecosystem Knowledge Mapping team.

· The Dynamic Information Architecture System (DIAS): http://www.dis.anl.gov/DIAS/ and Simunich, et al, 2002. Developed by Argonne National Laboratory, this capability provides a dynamic, object-oriented framework for complex modeling and simulation requirements.  DIAS provides an environment for the development of new models and/or the integration of legacy models.  Within DIAS, multiple models can be linked to capture the dynamic behavior of data elements impacted by multiple factors.    

The Integrating Modelling Architecture: Integrating Modelling Architecture, developed by the University of Vermont, will also be evaluated as a software environment to help facilitate this effort. This tool is described at http://ecoinformatics.uvm.edu/projects/ as a generic, comprehensive, and extendible XML framework and C++ development kit. It provides clean and powerful abstractions that allow definition and use of interoperable model components based on explicit, extendible ontologies. Besides allowing spatially explicit simulation, model optimization, GIS analysis, visualization and advanced statistical analysis, the IMA provides a database development toolkit that can be used to create advanced online knowledge bases with minimal resources. The availability and status of this tool still needs to be explored, but faculty at the University of Vermont will be invited to participate as part of this Ecosystem Knowledge Mapping team.

Steps in this Conceptual Approach

In Figure 6, there are numerous “steps” identified in this conceptual process – these include the following:

· Extract data and information from multiple sources

· Visualize  (map) data relationships

· Analyze and Structure data relationships

· Capture data in simulation environment

· Run simulations

· Define protocols for use of process and for use of findings

Provide feedback through reported findings, collaborations and management protocols
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Figure 6.
Extracting Data and Structuring Data Relationships

The process envisioned is a series of steps that interweave computer-based technologies with human interpretations, collaborations and feedback loops.  All the steps in the process look forward and backwards.  This first step is focused on bringing data into a visualization environment from various source materials.  It relies, in part, on advanced data extraction technologies, which provide an initial mapping of “what’s known” but is then dependent on collaborative interpretations of the extracted data, working within various visualization environments, to correct for errors and mis-mapping resulting from automated tools, and to “interpret” data linkages into structured or organized relationships and dependencies.  
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Figure 7.
Capturing Data for Simulation 

As data elements are manipulated in visualization environment, they are also “tagged” in term of placement in relation to other data and metadata are generated through each tagging event.  As a result, structured relationships can be created along well understood ordinations, such as spatial or temporal scales, or they can be created along emerging ordinations that might shed light on poorly understood dynamics in the ecosystem.  

For each element, part of the metadata can be a confidence or certainty factor (how well is something known).  These factors become an important “view” of the data, because they help shape future data exploration and data gathering to most efficiently pursue critical unknown.  These certainty factors are also important in the simulation stage.

The metadata generated from this data interpretation and structuring results in a data element library that can be tailored for insertion into a simulation environment.  The “structuring” of element relationships also provides a framework for capturing that the formulation of dynamics, based upon some stressor, driver or trend.  Running these dynamics, under various scenarios, sheds light on both the important of known or unknown data elements and relationships between elements, and on the ability of the mapped relationships to predict likely outcomes through a simulation.  

Testing, Validating, Defining Use Protocols

After initial simulations have been run, efforts are necessary to test these simulations against observed data, to characterize the data strengths and weaknesses associated with these simulations, and to devise methodologies to improve the data strengths. These methodologies may involve feedback to future research plans, or feedbacks to earlier stages of this KM effort, or they may involve a series of simulations and viewing the probabilities of results based upon the overlaps between multiple simulations.

These simulations will relate to several types of phenomena: proposed courses of actions (e.g. new highways, new military ranges, new military land use plans, proposed land management actions) and observed trends (e.g. increasing sediment in streams, nutrient losses or gains, changes in precipitation conditions, loss of habitat, etc).  The simulations provide a direct linkage back to land management concerns – but protocols will be needed to characterize these linkages between the KM stages and ecosystem management concerns, and to properly communicate the complex and varied “views” provided through ecosystem KM activities.

Status and Plan

A team is now being formed to pursue this goal of ecosystem knowledge mapping.   The purpose of this team’s effort will be (1) to develop an easily understood and explicit framework to “capture” ecosystem knowledge, and to conduct small experiments to illustrate and evaluate different approaches to knowledge representation, (2) to develop a proposal, to be submitted to the National Center for Ecological Synthesis and Analysis (NCESA) at the University of California, Santa Barbara, focused on a series of collaborative and analysis events that each further this knowledge mapping frontier, and (3) to draft a journal article on the SEMP ecosystem knowledge mapping effort, describing both the technique of analysis, visualization and collaboration, and the value of these techniques to understanding the Sandhills ecoregion.

The proposal to be submitted to NCESA will engage the entire SEMP research community, along with land managers at Benning and other host sites.  This will be led by a “core” team that includes:

· Dr. Chris Rewerts of ERDC-CERL will provide coordination support for this team.  Dr Rewerts has a PhD in Agricultural Engineering from Purdue University, and he has extensive experience with simulation modeling for Ft. Benning using the DIAS environment.

· Dr. Brian Heidorn of the University of Illinois Library Science Department will lead the planning for information flows, metadata management and collaboration events through these knowledge mapping stages.  

· Ms. Pamela Sydelko of The Department of Energy Argonne National Lab will lead the efforts related to simulations and engage others at Argonne who have experience with the DIAS simulation environment.  

· Mr. L. Van Warren, formerly of NASA – JPL, will lead the visualization effort and, through collaboration with this team, will extend the capabilities of his existing visualization environment.

· Dr. Aaron Peacock of the University of Tennessee, who is leading the data analysis effort for the SEMP Integration Project, will provide analysis and data structuring capabilities for this KM team, along with coordination between these two efforts, and he’ll also engage other SEMP Integration Team members, as appropriate.

· Dr. James D. Westervelt of ERDC-CERL (PhD in Urban and Regional Planning, University of Illinois) led the team that developed GRASS GIS and has since led numerous efforts to develop capabilities to understand, model and portray ecological and social spatial dynamics.

Other important participants in this effort include the ERDC SEMP Management Team (Dr. David Price, Dr. Harold Balbach, Dr. Jeffrey Fehmi, Dr. Rose Kress and Mr. Hugh Westbury), the SEMP research teams (led by Dr. Virginia Dale, Dr. Anthony Krzysik, Dr. Ramesh Reddy, Dr. Beverly Collins and Mr. Charles Garten), the SEMP Technical Advisory Committee (Dr. John Hall, Dr. Roger Dahlman, Dr. Louis Kaplan, Dr. Katherine Kirkman, Dr. Mary Barber, Dr. Michael Miller, Dr. Thomas Greene,  Dr. Neil Burns) and the SERDP Program Office (Dr. Robert Holst, Conservation Program Manager).  

Schedule of Events

The NCESA proposal due date is July 12th, 2004.  Preceding that date, the team will conduct a prototype exercise to test concepts in the proposals and to begin collaborative efforts.  This event, and the concepts for the proposal, will be reported at the SEMP Technical Advisory Committee meeting scheduled for April 27-29, 2004, in Washington DC.  After this presentation, proposal drafts will be completed and circulated for review by the SEMP TAC and also by persons with affiliations with NCESA.  In addition, the team will generate a journal article from the prototype exercise, highlighting the overall concept for this ecosystem knowledge mapping initiative.

Resources

SEMP will provide initial funds for the prototype exercise, but the team members will work together with minimal support during the initial months of planning and proposal development.  Primary funds will be requested through this proposal process, but SEMP will also program “leveraged” contributions, based upon the outcome of the proposal evaluation.  The proposal will call for a post-doctoral position with NCESA.  This post-doc will provide the linkages between the team and NCESA, and organize the collaborative events to be held at NCESA (and perhaps elsewhere, depending on requirements).
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